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Recent experimental and theoretical results in cat primary
visual cortex and in the whisker-barrel fields of rodent primary
somatosensory cortex suggest common organizing principles
for layer 4, the primary recipient of sensory input from the
thalamus. Response tuning of layer 4 cells is largely
determined by a local interplay of feed-forward excitation
(directly from the thalamus) and inhibition (from layer 4
inhibitory interneurons driven by the thalamus). Feed-forward
inhibition dominates excitation, inherits its tuning from the
thalamic input, and sharpens the tuning of excitatory cells.
Recurrent excitation enhances responses to effective stimuli.
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Abbreviations
EPSP excitatory post-synaptic potential
FS fast-spiking
GABA γ-aminobutyric acid
IPSP inhibitory post-synaptic potential
LGN lateral geniculate nucleus
LTS low-threshold spiking
RF receptive field
S1 primary somatosensory cortex
V1 primary visual cortex

Introduction
The cerebral cortex has a stereotyped six-layer structure
(reviewed in [1]). ‘Feed-forward’ inputs to layer 4 of the
primary sensory cortex come from the thalamus and repre-
sent the sensory periphery. Layer 4 cells project to layers
2/3, which in turn provide feed-forward input to layer 4 of
the next higher cortical area and to deep layers. Deep lay-
ers then provide feedback to layers 2–4 and the thalamus
as well as output to non-thalamic subcortical structures.

In order to understand the computations being performed
by the cortex, we need to understand the nature of the pro-
cessing undertaken by each layer. A natural starting place
is layer 4, the layer in which sensory input first arrives. In
recent years, studies in cat primary visual cortex (V1) and
rodent primary somatosensory cortex (S1) have converged
on intriguingly similar pictures of the processing taking

place in cortical layer 4. These pictures suggest that, as
befits its position, the response tuning of layer 4 cells is
largely determined by feed-forward input, including feed-
forward inhibition (inhibition from interneurons driven by
the thalamus) as well as feed-forward excitation (directly
from the thalamus). In both systems, the inhibition domi-
nates, so that a cell can only be excited by stimuli that
cause the effects of feed-forward excitation and inhibition
to be separated in time; concurrent engagement of the two
yields a net inhibition. Neurons providing feed-forward
inhibition follow the tuning of thalamic inputs, and tight-
en the tuning of excitatory cells by eliminating responses
to stimuli that evoke concurrent inhibition and excitation.
Feed-forward inhibition and recurrent excitation are all
evoked locally, from V1 cells preferring nearby orientations
and from S1 cells preferring the same whisker. Whereas
the feed-forward input establishes initial response tuning,
local recurrent excitation and neuronal non-linearities (e.g.
spike threshold) enhance responses evoked by preferred
versus non-preferred stimuli.

In this article, we review the evidence leading to these
converging pictures, along with countervailing evidence
that renders these pictures still controversial. We also high-
light some remaining differences between the pictures
arising from the two systems. 

Layer 4 of cat V1
Orientation tuning and its contrast invariance
Cells in layer 4 of cat V1 are predominantly simple cells:
cells with receptive fields (RFs) consisting of aligned, alter-
nating ON (light-preferring) and OFF (dark-preferring)
subregions [2–4]. Sub-regions share a common axis of elon-
gation, which defines each cell’s preferred orientation — the
orientation of a light/dark edge that best drives the cell.
Afferents from the lateral geniculate nucleus (LGN) form
patterns matching the cell’s subregion structure: ON-center
afferents have RF centers overlying ON subregions, and
OFF-center afferents similarly overlie OFF subregions [5,6]
(Figure 1a). We will frequently refer to ‘thalamic input tun-
ing’, by which we mean the net tuning of the patterned set
of LGN input received by a simple cell.

The degree to which feed-forward excitation determines a
simple cell’s response properties has been the subject of
great controversy [7,8]. A key insight comes from the invari-
ance of orientation tuning with changes in stimulus contrast
(the magnitude of light/dark differences in the stimulus 
relative to its mean luminance [9,10,11••]; Figure 2). As
explained in the Figure 1 legend, this invariance demon-
strates that the arrangement of LGN inputs alone is not
sufficient to explain simple-cell orientation tuning.
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Antiphase inhibition
A recent model [12], however, proposes that consideration
of feed-forward inhibition along with feed-forward LGN
excitation suffices to explain the contrast–invariance of ori-
entation tuning and a variety of other response properties.
To understand this proposal, we need first to define some
terms. We refer to two simple cells of the same preferred
orientation as having the same phase if, in the region in
which their RFs overlap, their ON and OFF subregions
overlie. We refer to two such neurons as having opposite
phase or being antiphase to one another if, in the region of
coincidence, ON-subregions of one intersect OFF-subre-
gions of the other. 

Troyer et al. [12] were inspired by intracellular recordings
demonstrating: the inhibition and excitation received by a
simple cell have similar tuning, with both maximal at the
preferred orientation ([13,14••]; LM Martinez et al., Soc
Neuro Abstr 1998, 2244:766; LM Martinez et al., unpublished
data); but that inhibition and excitation are evoked by
stimuli of opposite light/dark polarity [14–16, but see 17],
that is, in an ON-subregion, light evokes excitation and
dark evokes inhibition, while in an OFF-subregion dark
evokes excitation and light evokes inhibition. In short, the
RF of the inhibition is antiphase to the RF of the excita-
tion. Together these findings inspired a circuit model [12]
in which inhibitory cells project to cells of similar-preferred
orientation but opposite phase, whereas excitatory cells
project to cells of similar-preferred orientation and phase
(Figure 3). A key feature is that the feed-forward (from
interneurons driven by the LGN) antiphase inhibition is
stronger than the feed-forward LGN excitation; this is 
consistent with the finding that an electric shock to the
LGN, which indiscriminately activates both feed-forward
excitation and inhibition, yields a net strong inhibition in
the cortex [18]. 

This strong antiphase inhibition solves the problem posed
in Figure 1. A bright bar orthogonal to the preferred orien-
tation will equally excite both the excitatory LGN input to
a cell and its antiphase feed-forward inhibition. Because
the inhibition dominates, the cell will not fire. More 
generally, antiphase inhibition achieves contrast-invariant

Figure 1

LGN inputs to simple cells and the problem
of contrast invariance of orientation tuning.
(a) Blue lines show an idealized simple cell
receptive field: the solid oval in the center
represents an ON-subregion, dashed
subregions to either side represent OFF-
subregions. Green circles represent the
receptive field centers of the LGN cells
found to connect to the simple cell: solid
circles, centers of ON-center inputs; dashed
circles, centers of OFF-center inputs. Simple
cell receives input from ON-center LGN cells
with centers overlying its ON-subregions,
and from OFF-center LGN cells with centers
overlying its OFF-subregions. Composite
data from [6]. (b) and (c): the problem of
contrast-invariant orientation tuning. (b) A
dim vertically-oriented flash covering the
ON-subregion (red rectangle) will weakly
excite the ON-center inputs with underlying
centers. (c) A bright horizontally-oriented
flash (red rectangle) will strongly excite the

subset of ON-center inputs with underlying
centers, and will suppress the OFF-center
inputs with underlying centers. Excited cells
can greatly increase their firing rates, to
100 Hz or more compared to spontaneous
rates of 10–15 Hz, while suppressed cells
can only decrease their rates to 0.
Accordingly, even if the number of

suppressed OFF-center inputs were equal to
the number of excited ON-center inputs, the
bright orthogonal bar would yield a net
positive LGN input. Thus, the two stimuli can
be arranged to give the same total pulse of
LGN input. Yet a typical simple cell will
respond to the dim vertical flash and not to
the bright horizontal flash.

(a) (b) (c)
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Figure 2

An example of contrast-invariant orientation tuning. Orientation tuning
curves of a simple cell obtained with drifting sinusoidal gratings of three
different contrasts (5% contrast, dashed line; 20% contrast, thin solid
line; 80% contrast, thick solid line). Adapted with permission from [9].
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orientation tuning [12]. For a stimulus to excite a cell, it
must excite the cell’s LGN inputs much more strongly
than it excites antiphase inhibition. This can only be
achieved by a narrow range of orientations around the 
preferred, and this range stays invariant under changes of
stimulus contrast. Note that this model requires that
antiphase inhibition be evoked even by stimuli orthogonal
to the preferred. That is, the feed-forward inhibition has
tuning similar to that of the total thalamic input to a sim-
ple cell: it responds to all orientations, although it is driven
best by the preferred orientation. Feed-forward inhibition
mirrors thalamic input tuning and sharpens tuning of exci-
tatory cells. This model circuit also includes recurrent
excitation among cells of similar orientation and phase
preference. This serves to amplify responses to effective
stimuli without altering tuning.

Feed-forward inhibition can also account for the temporal
frequency tuning of cortical cells [19•], which cuts off at
lower frequencies than LGN tuning. Furthermore, it

explains a number of contrast-dependent nonlinearities
([20•]; Lauritzen TZ, Krukowski AE, Miller KD, Soc Neuro
Abstr 2000, 2266:1967; Lauritzen et al., unpublished data) that
had previously been proposed to require ‘normalizing’
inhibition derived equally from cells of all stimulus prefer-
ences [21]. One such nonlinearity is cross-orientation
inhibition, the reduction of a response to a preferred-ori-
entation stimulus by simultaneous presentation of an
orthogonal stimulus. This arises from antiphase inhibition
evoked by the orthogonal stimulus in the local circuit;
there is no need to invoke inhibition from different cells
preferring the orthogonal orientation. In sum, feed-forward
inhibition promises to provide a unified account of classi-
cal RF properties of simple cells, although many response
properties such as direction selectivity, end-stopping, and
beyond-the-classical-RF effects remain to be addressed.

Intracellular evidence for feed-forward processing
A series of intracellular recording experiments from David
Ferster’s laboratory in recent years have provided com-
pelling evidence that the processing underlying simple cell
orientation selectivity is indeed dominantly feed-forward.
In one experiment [22], cortical preparations were cooled
to block spiking, leaving transmission along and vesicle
release from thalamic axons intact (though slowed and
diminished). The temporal modulations of voltage in 
simple cells induced by high-contrast drifting sinusoidal
gratings, though smaller in the cooled condition, showed
identical orientation tuning in the control and cooled con-
ditions, suggesting that the tuning of a cell’s full set of
inputs follows the tuning of its total thalamic input. This
result is accounted for by the model of Troyer et al. [12]:
voltage modulations follow the total LGN input, while
inhibition and threshold sharpen spike tuning relative to
voltage tuning [23,24]. Note that the tuning of voltage
modulations induced by thalamic inputs depends on the
stimulus: sinusoidal gratings of higher spatial frequencies
evoke narrower thalamic input tuning than gratings of
lower spatial frequencies [12]. Thus, it is unlikely that this
result represents convergent tuning of independent corti-
cal and thalamic circuits, since the tuning of the thalamic
input is variable; rather, it appears that full circuit tuning
follows that of the total thalamic input.

The cooling did not entirely eradicate cortical spiking;
cells in layer 6, farthest from the cooling plate, showed
~15% of their normal spiking responses. Ferster’s group
therefore assayed the same question by an independent
technique, using a shock to the cortex to induce hyperpo-
larization and thus suppress cortical spiking for a period of
>100 msec, and examining the tuning of voltage responses
to flashed gratings during the period of suppression [25].
Again, voltage responses showed the same orientation tun-
ing in control and suppressed conditions. 

An argument against a feed-forward computation of orien-
tation tuning has been that orientation tuning width is
narrower than would be expected from a linear prediction

Figure 3

Cartoon of the model circuit for simple cells in V1 layer 4 proposed in
[12]. Gray circles represent RFs of two excitatory (exc) neurons and
two inhibitory (inh) neurons; white represents ON-subregions, black
represents OFF-subregions. The four RFs are meant to be centered at
the same retinotopic point. Excitatory cells receive both feed-forward
LGN excitation corresponding to their RFs and antiphase feed-forward
inhibition. Excitatory cells also provide recurrent excitation to other
cells of similar preferred orientation and phase. In addition, excitatory-
to-inhibitory and inhibitory-to-inhibitory connections may exist, following
the scheme that excitatory cells tend to connect to cells with similar
preferred orientation and similar phase while inhibitory cells tend to
connect to cells of similar preferred orientation but opposite phase.
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based on the arrangement of a cell’s ON and OFF subre-
gions [26]. However, the feed-forward model predicts that
inhibition and threshold sharpen spike tuning relative to
voltage tuning; it is voltage tuning that would be expected
to follow a linear prediction. Ferster’s group tested this by
mapping the cell’s RF intracellularly with flashed spots,
and found that the voltage response to a drifting sinusoidal
luminance grating, including its orientation tuning, could
be well predicted from the RF map [27••]. However, the
linear prediction tended to predict a greater response
orthogonal to the preferred orientation than was actually
observed, in agreement with earlier results [28].

Finally, Ferster’s group examined the intracellular basis of
contrast–invariant orientation tuning [11••]. They examined
two aspects of the voltage response to drifting sinusoidal
gratings of various orientations and contrasts: the amplitude
of the temporal modulation of voltage induced by the grat-
ing (‘voltage modulation’); and the mean depolarization
induced by the stimulus (‘voltage mean’). They found that
both voltage modulation and voltage mean showed similar
orientation tuning that simply scaled with changes in stimu-
lus contrast. In combination with their previous findings
[22], this suggests that voltage orientation tuning across con-
trasts follows the tuning of thalamic inputs. Furthermore,
voltage noise — the trial-by-trial fluctuations of the average
stimulus-induced voltage response for a given stimulus —
was critical to smoothing out threshold effects, allowing the
contrast-invariant voltage tuning to be transformed into
sharper, contrast-invariant spiking tuning.

These results, while not a necessary consequence of the
antiphase inhibition model, are consistent with it. The
model predicts that the voltage modulation will have ori-
entation tuning that scales with contrast, as observed. The
model also predicts that feed-forward inhibition will cancel
the mean feed-forward excitation, which is untuned for
orientation. The tuned voltage mean may then be induced
by the tuned voltage modulations through reversal-poten-
tial effects and through induced spiking along with
recurrent connections.

Direction selectivity
The results presented thus far have focused on orientation
tuning. Simple cells are also directional selective: they pre-
fer stimulus movement in one of the two opposite directions
orthogonal to the preferred orientation. This property may
also arise in layer 4 from the structure of the feed-forward
input along with the effects of spike threshold nonlinearity.

Voltage responses to moving stimuli can be predicted as a
simple linear sum of inputs: a moving stimulus can be
decomposed into the sum of stationary, temporally modu-
lated stimuli, and voltage responses can correspondingly
be predicted from the sum of the voltage responses to sta-
tionary stimuli [29]. Furthermore, voltage responses can be
seen as arising from sums of only two input components,
which resemble non-lagged cells and lagged cells [29], the

two temporal types of LGN inputs. Just as adjacent rows of
ON- and OFF-center inputs explain a simple cell’s spatial
response profile, an appropriate spatial mix of lagged and
non-lagged input produces cells whose space–time RFs
show preference for one direction. Studies of temporal
response profiles of simple cell RFs found timing corre-
sponding to lagged-type input only in cells of layer 4B [30].
Correspondingly, cells in layer 4B show the strongest direc-
tion preference in their linear space–time receptive fields
[31]. Strobe-rearing greatly reduces direction selectivity in
cat V1 cells [32], and eliminates the convergence of non-
lagged-like and lagged-like temporal responses in
individual simple cells [33]. Adaptation studies suggest
that direction-selective simple cells receive inhibition
from other simple cells preferring the same direction but
with different space–time phases [34]. This suggests a pos-
sible generalization from the spatial-phase-specific
connectivity discussed here to connectivity specific for
space-time phase.

Beyond the antiphase model
Recent findings on inhibitory neurons, promise to compli-
cate the picture presented thus far. Intracellular recordings
in vivo show two functional types of inhibitory neurons in
layer 4 of cat V1: simple cells showing good orientation
tuning, and complex cells — responding either to light or
dark throughout their RF — with equal responses to all
orientations (Hirsch JA et al., Soc Neuro Abstr 2000, 2266:1083;
Hirsch JA et al., unpublished data). This raises the possi-
bility that the tuning attributed in the antiphase model to
simple inhibitory cells — response to all orientations,
though tuned for the preferred — might actually be
achieved by the combination of two inhibitory popula-
tions. Slice recordings reveal two biophysical types of
interneurons: fast-spiking (FS) neurons receiving strong
feed-forward input from thalamus, and low-threshold-spik-
ing (LTS) neurons with no feed-forward input, thus only
providing feedback inhibition ([35••], but see [36••]).
Furthermore, there is extensive gap-junction coupling
within each type, but not between the two types. There is
no simple correspondence between these two biophysical
types and the two functional types found in V1 (Hirsch JA,
personal communication). The roles of LTS feedback inhi-
bition, gap junction coupling among interneurons, and
complex cell interneurons in functional responses remain
to be explored.

The major alternative model of V1 circuitry proposes that
strong, localized feedback excitation and more widespread
feedback inhibition create orientation tuning that is an
intrinsic property of cortex, independent of the tuning of
the thalamic input [37,38]. In this model, factors that
change the tuning of a cell’s thalamic input are predicted
to have no effect on its orientation tuning. This is contra-
dicted by Ferster’s findings and also by data showing that
orientation tuning narrows with increasing spatial frequency
of a grating stimulus (reviewed in [12]) and with increasing
length of a bar stimulus [39]. In both cases, the results are
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predicted if a cell’s orientation tuning follows its thalamic
input tuning.

Nonetheless, there remain a number of observations that
suggest a role for recurrent connections, cross-orientation
inhibition, and/or phase-nonspecific inhibition in generat-
ing orientation selectivity (reviewed in [7,8]). When
recording from a site preferring one orientation in layer 4 
or elsewhere, GABA-induced inactivation of a site
350–700 µm away favoring the orthogonal orientation leads
to a broadening of orientation tuning at the recorded site
[40,41]. Furthermore, anatomical studies confirm the exis-
tence of inhibitory neurons next to inactivation sites that
project to the vicinity of the corresponding recording site
[42•]. Anatomical labelling combined with optical imaging
shows that sites in layer 4 in cat area 18 receive connections
from proximal sites that are strongly biased towards similar
orientation preferences, as expected from the antiphase
model; however, long-range connections over distances up
to 2–3 mm are distributed fairly uniformly across orienta-
tions [43•]. Adaptation to an orientation to one side of the
preferred can induce a shift in orientation tuning towards,
and an increase in response to, orientations to the opposite
side of the preferred, and this effect shows little depen-
dence on cortical depth, hence it appears likely to hold in
layer 4 [44]. Intracellular studies of transient responses to a
flashed bar of the preferred orientation show an initial con-
ductance increase with sub- or peri-threshold reversal
potential, before the response becomes either excitatory or
inhibitory (depending on whether the bar was flashed over
an appropriate or inappropriate subregion) [17]; however
cells were not identified by layer so the applicability to
layer 4 is uncertain. Finally, as already mentioned, a linear
model of voltage responses based on responses to flashed
spots predicts larger voltage responses to the null orienta-
tion than are actually observed [27••,28].

Studies of the dynamics of orientation tuning in response to
flashed stimuli have also been argued to support a role for
feedback, but at least some of these results may instead be
compatible with the results of feed-forward inhibition. A
recent intracellular study divided the orientation tuning
curve of voltage responses into a tuned component and an
untuned component, where the latter is a constant voltage
response across orientations. The study found no statistical-
ly significant changes with time after stimulus onset in the
width of the tuned component, but in many cells the
untuned component grew more negative over time
(Gillespie DC et al., Soc Neuro Abstr 2000, 2266:1084;
Gillespie DC et al., unpublished data). This increasing 
negativity of the untuned component is expected if feed-
forward inhibition follows feed-forward excitation. The
overall voltage tuning curve — tuned plus untuned compo-
nent — would narrow with time, as reported for some cells
in another study [45]. An extracellular study in monkey
reported that perhaps half of cells studied showed changes
in the tuned response component with post-stimulus time,
but these effects were not seen in thalamic-recipient 

portions of layer 4 [46]. This study used stimuli several
times larger than the classical receptive field, so surround
suppression effects may have played a role.

In summary, the picture of strong feed-forward antiphase
inhibition supplementing the tuning of a cell’s thalamic
input can explain a large body of diverse data in cat V1
layer 4, but the complexity of the biological circuit remains
greater than any single simple model can fully capture. 

Layer 4 of rodent S1
Barrel connectivity 
Layer 4 of rodent primary somatosensory cortex contains
anatomically distinct neuronal networks, called barrels,
that correspond in a one-to-one fashion to individual
whiskers on the contralateral face [47,48]. Neurons within
a barrel are related functionally in that they each respond
most robustly to deflection of the same principal whisker.
In adult rats, each barrel contains ~8000 neurons [49], of
which ~80% are excitatory. Early findings [50], as well as
more recent data, consistently suggest substantial connec-
tions between neurons in the same barrel, and few, if any,
connections between neurons in different barrels [51].
Intracellular recordings of spiny stellate cells in vitro from
young rats suggest that as many as 20–30% of excitatory
barrel neuron pairs are synaptically connected, often recip-
rocally [52,53••]. Spiny cell axons project robustly to
supragranular layers directly above the barrel (i.e. within
the same column [54]) but projections back into a barrel
from pyramidal neurons in supra- and infra-granular layers
are considerably less extensive [51,55,56]. In the tangential
plane, spiny cell axons and dendrites are confined largely
to the barrel in which the soma is located, and connection
probability and strength fall off sharply across the barrel
boundary into the intervening septum [57]. Direct connec-
tions between barrels are notably sparse [51]. In
thalamocortical slices, afferent activity rapidly distributes
throughout a barrel with no spread in layer 4 to neighbor-
ing barrels [58••]. Activity then propagates vertically within
the column before spreading horizontally.

Barreloids 
Neurons in somatosensory thalamus are also organized into
discrete groups, one for each contralateral whisker, known
as ‘barreloids’. Recent in vivo studies have provided con-
siderable evidence that the RF properties of neurons
within an individual barrel reflect their feed-forward input
from barreloids along with the local processing occuring
within the barrel. Barreloid neurons have multiwhisker
excitatory RFs [59,60], although their expression appears
to depend strongly on the type and depth of anesthesia
[61]. Correspondingly and/or because some barreloid neu-
rons send collateral projections to non-homologous,
neighboring barrels [62•,63], barrel neurons, especially
inhibitory ones, respond at short latency to both the prin-
cipal whisker and to whiskers adjacent to them [64,65•].
Adjacent-whisker responses display slightly longer laten-
cies than responses to the principal whisker, but this can
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be explained by similar latency differences observed in the
corresponding thalamic input neurons [61]. Adjacent
whiskers also evoke inhibition of excitatory neurons
[59,60], as is discussed below. In lightly narcotized animals,
extracellularly recorded adjacent-whisker responses, both
excitatory and inhibitory, are unaffected by ablation of the
adjacent barrel [66]. Taken with the above, these data sug-
gest that each barrel processes its thalamic inputs largely,
or entirely, independently of neighboring barrels, though
under some conditions activities in neighboring barrels can
influence one another, probably by a poly-synaptic path-
way involving non-granular laminae [67].

Feed-forward circuits in barrels
Recent physiological studies have extended early findings
indicating that thalamocortical axons strongly and directly
engage feed-forward inhibitory circuits within each barrel
[68]. FS inhibitory neurons [69,70] respond at monosynap-
tic latencies to thalamic activation, display relatively linear
responses to direct current injections [70] and to synaptic
input [71], respond in highly time-locked fashion to affer-
ent signals from the thalamus, and fire synchronously with
each other as a result of their receiving common thalamo-
cortical inputs [72,73]. Electrical coupling may also
contribute to synchronous firing [35••]. FS units are strongly
driven by whisker stimuli and have RF properties that are
highly similar to those of thalamic barreloid neurons,
including vigorous multiwhisker responses [59,60]. As with
barreloid neurons, FS neurons fire about half as many
spikes to adjacent whisker deflections as they do to 
principal whisker deflections [74].

In contrast, these studies have also shown that regular-spike
units, many of which are excitatory spiny stellate cells, are
less strongly driven by thalamocortical neurons, require
more temporal and spatial summation of inputs to reach
threshold, and have suprathreshold RFs that are highly
focused on the barrel’s principal whisker [59]. Adjacent
whiskers, on average, evoke only ~20% as many spikes as
does the principal whisker in RS neurons, and in many cases
evoke no spikes at all [74]. The suppression of responses to
adjacent whiskers, in spite of robust thalamic responses,
appears to arise from the feed-forward inhibition whose tun-
ing closely follows that of thalamic inputs. The dominance
of feed-forward inhibition over excitation is attested to by
the finding that in behaving rats, acute trimming of eight
surrounding whiskers reduces overall activity in the thalamic
barreloid corresponding to the central, intact whisker, but
increases overall activity in the corresponding cortical barrel
[75••]. The dominance of feed-forward inhibition is also
suggested by the findings: that 60% of layer 4 inhibitory
interneurons give spiking responses at monosynaptic 
latencies to thalamic stimulation, whereas <5% of layer 4
excitatory neurons do [36••]; that essentially all layer 4 cells
show strong disynaptic IPSPs after thalamic stimulation; and
that the monosynaptically-activated inhibitory neurons
receive on average five-fold stronger thalamocortical 
synapses than excitatory neurons.

Spike timing 
Intracellular recordings from both RS and FS barrel 
neurons in vivo show that principal whisker deflections
produce short-latency excitatory post-synaptic potentials
(EPSPs) followed a few milliseconds later by inhibitory
post-synaptic potentials (IPSPs); EPSP latencies are shortest
in layer 4 [76–78]. Whereas longer latency EPSPs and/or
IPSPs may be evoked by neighboring whiskers, the 
principal whisker evokes both the strongest excitatory and
inhibitory responses. In extracellular unit recordings from
RS cells, inhibitory effects are inferred from suppression of
one whisker’s excitatory response by prior or simultaneous
deflection of nearby whiskers. The suppressive effects of
individual whiskers summate [60,79] and are regulated by
behavioral state [66]. Consistent with intracellular find-
ings, the principal whisker exerts the strongest suppression
but adjacent whiskers also evoke suppression [59,60]. 

In extracellular recordings, excitatory barrel neurons 
have smaller RFs than thalamic or inhibitory neurons.
Surprisingly, examination of both real and simulated barrel
response data suggests that this spatial focus results from
the barrel circuit’s sensitivity to thalamic input timing.
Whisker stimuli that evoke abrupt and synchronous
increases in thalamic firing also evoke strong responses in
excitatory barrel neurons, while those that evoke more
gradual changes in thalamic firing evoke only weak
responses and/or suppression in excitatory barrel neurons.
Whisker stimuli that evoke abrupt changes in thalamic fir-
ing include deflections of the principal versus adjacent
whiskers [59], deflection onsets versus offsets [80], and
high versus low velocity deflections [81••]. Deflection
amplitude does not affect thalamic response timing, and
consequently it does not strongly influence responses of
excitatory barrel neurons [81••].

Analyses of simulated barrels [74,82] provide the following
explanation for the circuit’s sensitivity to input spike tim-
ing (Figure 4). Strong synchronous activation of thalamic
inputs overcomes the high response thresholds of excitatory
neurons, leading them to spike. Consequently, the strong
recurrent excitatory circuitry rapidly and nonlinearly 
reinforces the excitatory response. Although feed-forward
inhibition is also evoked by such synchronous activation, it
grows more linearly and develops too late to prevent the
initiation of an excitatory response. Within a few milli-
seconds, the excitatory response feeds back onto the
inhibitory population. This boosts an inhibitory response
that has already been primed by feed-forward mecha-
nisms, leading to a powerful suppression of all spiking
activity within the circuit. By comparison, stimuli that
evoke less synchronous thalamic inputs evoke excitatory
and inhibitory responses with comparable rates of increase
so that the dominant feed-forward inhibition is sufficient
to prevent an explosive, albeit momentary, increase in
excitation. When tonic levels of intrabarrel inhibition
increase (e.g. by continuously vibrating an adjacent
whisker) the circuit’s sensitivity to thalamic response 
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synchrony becomes even more pronounced, increasing the
spatial focus of receptive fields [60].

Conclusions: common principles of
information processing in visual and
somatosensory thalamocortical circuits
This review has revealed a number of properties that appear
likely to be common to layer 4 of cat visual cortex and rat
somatosensory cortex: First, thalamic activation produces
strong feed-forward inhibition, mediated by local interneu-
rons in layer 4, as well as feed-forward excitation. Second,
feed-forward inhibition dominates feed-forward excitation,
so that nonspecific or tonic thalamic activation evokes a net
inhibition. Third, feed-forward inhibition shows tuning 

similar to that of a cell’s thalamic input, so that a preferred
stimulus evokes both the strongest inhibition and the
strongest excitation. Fourth, feed-forward inhibition sharp-
ens the tuning of an excitatory neuron relative to its thalamic
input, suppressing responses to non-preferred whiskers in S1
or to non-preferred orientations in V1. Thus, inhibitory neu-
rons have broader tuning than excitatory neurons. Fifth, an
effective stimulus evokes feed-forward excitation that is sep-
arated in time from the feed-forward inhibition it evokes.
However, this separation is typically on much finer time
scales in S1 than in V1. Sixth, local recurrent excitation works
in conjunction with neuronal non-linearities (e.g. spike
threshold) to enhance responses evoked by preferred versus
non-preferred stimuli. Finally, processing within layer 4 is
largely local in nature, restricted to a single whisker barrel in
S1 or to nearby preferred orientations in V1. In particular,
adjacent-whisker inhibition in S1 and cross-orientation inhi-
bition in V1 both may primarily arise locally, from inhibitory
neurons that prefer the locally-preferred stimulus but also
respond to the adjacent whisker or cross orientation.

However, at least two major differences between the two
systems are also apparent. First, the V1 circuit model
depends on opponent inhibition. That is, an additional
stimulus variable, phase, exists for which the tuning of an
inhibitory cell tends to be opposite to that of the cell it
inhibits. No analogous variable is known for S1, but it is
possible the appropriate stimulus parameters have not yet
been examined. Second, the S1 circuit depends on rapid
recruitment of recurrent excitation outracing feed-forward
inhibition, and so is sensitive to the rate of change rather
than the magnitude of thalamic responses. The model V1
circuit does not show such   dependence (although one V1
model has proposed a similar timing sensitivity [83,84]).
This may be a true difference between the systems,
reflecting the specialization of the barrel circuit for sensi-
tivity to transients evoked by whiskering a textured
surface. Alternatively, this may simply reflect a difference
in the stimuli typically used to study the two systems, so
that closer examination of transient responses might reveal
an analogous dependence in V1.

In sum, we propose that the S1 barrel circuit is functionally
equivalent to the V1 orientation circuit. In S1, the modular
circuits are discrete and separated, corresponding to individ-
ual whiskers in the periphery. In V1, there is a continuous
transition between circuits processing nearby orientations,
corresponding to the continuous distribution of orientations
in the visual world. Notwithstanding the differences
between the two systems, available evidence is consistent
with the view that these two well-studied circuits share
many similarities in their fundamental operations, which
may represent more general properties of neocortical layer 4.
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Figure 4

Cartoon of the model circuit for barrel neurons proposed in [74,82].
Gray circles represent RFs of populations of excitatory (exc) and
inhibitory (inh) barrel neurons, both of which receive inputs from a
population of thalamocortical neurons in the homologous barreloid of
the ventral posteromedial nucleus (VPm). Excitatory and inhibitory
barrel neurons are recurrently and reciprocally interconnected. Dark
circles in the center represent the average number of spikes evoked by
the principal whisker, open circles represent responses to the four
immediately adjacent whiskers. The size of the circle denotes the
approximate strength of the response; inhibitory neurons are the most
responsive. Note that the model circuit represents neurons within a
single barrel and that there are no connections with other barrels.
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